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Humans have long feared the darker side of artificial intelligence (AI). Mutiny, sabotage, and xenocide are themes that science fiction has frequently explored, kindling what Isaac Asimov called the Frankenstein Complex, or the fear of mechanical people.¹ Over time, machines have become both increasingly pervasive and intelligent, allowing us to rely on them to perform a broad range of functions. But does our comfort in allowing machines to clean our homes or beat us in a game of chess mean that we are willing to go so far as to treat humans and machines as similar entities under the criminal law? In When Robots Kill: Artificial Intelligence Under Criminal Law, Gabriel Hallevy argues in favour of applying criminal law to artificial intelligence, contending that it would not require any major theoretical revisions to the current legal system.

The issues that Hallevy deals with were raised many years ago,² but by expanding on articles that he has previously written Hallevy is the first to set out how the current criminal law framework could be applied to AI.³ Hallevy begins his book by examining the elusive quest for machina sapiens. He explains that although we may never create AI that fully imitates the human mind, criminal liability can still be imposed on machines that are acting under their own agency


and not merely being used as tools. Hallevy does not provide a clear summary of the minimum capabilities required for AI to achieve agency. Instead, Hallevy avoids the issue by categorizing AI that have the agency to be found criminally liable as 'strong AI', leaving the the reader to piece together the definition of this term.5

Hallevy describes in great detail how strong AI can incur criminal liability by meeting both the physical and mental requirements of subjective mens rea offenses, negligence based offenses, and strict liability offenses. He states that while AI of varying competencies can commit the actus reus, only more advanced AI will have the processing capacity necessary for the awareness and volition elements that comprise subjective mens rea. Negligence and strict liability offences, which do not require subjective mens rea, still require the offender to be capable of forming awareness.7

Hallevy discusses his framework as though it can be applied to current technology, but modern AI is simply not sufficiently advanced to meet the legal standard of awareness and volition that Hallevy describes.8 Hallevy draws upon examples of modern day robots but attributes qualities to these robots that are beyond present-day AI capabilities. For example, Hallevy misrepresents medical diagnostic robots by portraying them as commonplace and possessing the awareness required for criminal liability.9 In reality, the prospect of an AI system that is an accurate bedside diagnostician for a range of ailments is still years away.10 Similarly, Hallevy distorts the capabilities of robot prison guards in South Korea by suggesting that the guards might face dilemmas that involve prisoner interaction.11 However, these robot prison guards do not have the capacity to physically interact with prisoners, since they are little more than a camera and mouthpiece for the human prison guards.12 While our criminal law framework
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may one day be fully applicable to AI, the current capabilities of AI systems do not reach the legal standard of awareness and volition that our criminal law requires.

Having already set out the framework for holding AI liable for subjective mens rea offenses, negligence offenses, and strict liability offenses, Hallevy next addresses the applicability of general defenses to AI criminal liability. Hallevy provides examples of situations in which each of the defenses he covers (infancy, loss of self control, insanity, intoxication, mistake of fact, mistake of law, and substantive immunity) could be appropriately applied to AI. He also gives examples of situations in which AI could successfully use the justifications of self defence, necessity, duress, following a superior’s orders, and de minimis. Additionally, Hallevy observes that inducting AI into the criminal law framework does not limit the liability of humans (programmers, users, etc.) who may have been involved in a crime perpetrated by AI. Humans can still be charged as a party to an offense committed by AI, or be found criminally negligent. Hallevy is thorough in each of these sections, and introduces new concepts at a suitable pace.

Hallevy discusses the theory behind sentencing AI and the elements that a judge should consider during sentencing, arguing that punishment can serve a similar purpose for AI as it does for humans. Since machines cannot experience suffering, Hallevy rejects retribution and deterrence as viable justifications for punishment. Yet he does see value in incapacitation and rehabilitation. Incapacitation, such as shutting down or reprogramming the AI, is useful in preventing AI from committing further offenses, and rehabilitation, which involves changing AI’s behaviour through machine learning, can allow the AI to make better decisions in the future. While Hallevy mentions the pros and cons of reprogramming and rehabilitation, a thorough discussion on whether an AI’s experience is truly lost when it is reprogrammed would have strengthened his argument.

Last, Hallevy discusses possible punishments that AI can receive. Although Hallevy attempts to demonstrate that human punishments are easily applied to AI, a more detailed examination shows errors in his analogies. He argues that capital punishment, imprisonment, and probation can be applied to AI by, respectively, shutting down the AI system, restricting the AI’s activities or treating the AI while allowing it to continue its routine activities under court supervision. However, Hallevy’s arguments that AI can be punished through public service and fines are unconvincing. On the topic of sentencing through public service, Hallevy presents an example of a medical diagnostic robot. He explains that society could punish
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the robot for a negligent diagnosis in a private clinic by forcing it to do a supervised
community service placement diagnosing patients in a public hospital. Hallevy ignores that until the robot has been rehabilitated this robot's diagnoses cannot be trusted and through public service the robot might bring harm to the community. Although he is explicit in saying that the robot will be supervised during its public service to prevent further offenses, it is unclear how the supervision would take place, and so it remains possible that further negligence may not be discovered until the harm has already been done. In some cases it may be possible to find an alternative way for an AI system to benefit the community, but unlike humans who can be sentenced to pick up trash after driving over the speed limit, an AI system capable of driving and speeding is not likely to have the capability to pick up trash. As such, the issue of whether the punishment of public service can be applied to AI is a much more nuanced and complicated question than Hallevy indicates.

Furthermore, when Hallevy discusses punishment of AI systems through the use of a fine, he rightly notes that "the main difficulty is that AI systems possess no money or other property of their own." He then suggests that rather than pay a monetary fine, "the [AI] system can pay by using the only currency it possesses: work hours." Modern day law does not recognize AI systems as anything more than property. As such, all means of production of AI systems including its work hours, are owned not by the AI system itself, but by its owner. Consequently, if an AI system was fined through public service then its potentially innocent owners would be unduly punished by having their property confiscated. Hallevy further argues that the purpose of fining an AI system through work hours is not rehabilitative but incapacitive, since additional work hours would allow the robot "less free time to commit offences." This assumes that robots preferentially offend during their 'free time', a proposition unsupported by evidence or logic.

Ultimately, When Robots Kill contains original and interesting theoretical ideas, but Hallevy's arguments remain more in the realm of science fiction than practical legal analysis. Although current technology is not sufficiently advanced to accommodate Hallevy's framework, it is entirely possible that emerging technology will allow it to be implemented in the future. While some of his arguments and analogies in the latter half of the book could be more refined, Hallevy's analysis is comprehensive, and leaves out only the question of whether society's resources are truly best spent on AI system rehabilitation. In this book, Hallevy has provided a good starting point for the conversation of whether criminal liability could be applied to AI within our current criminal law framework.
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